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N.B. .— (i) All questions are compulsory.

(it) Figures to the right indicate full marks.
(Z1i)  Scientific calculator is allowed.
1. Attempt the following : 15

(a) Define rate of convergence. Explain in detail Newton-Raphson method
of solving the equation flx) = 0. Prove that the Newton-Raphson method

has quadratic rate of convergence.
Or

(b) Obtain the smallest positive root of the equation fix) = x3 — 5x + 1 = 0
by using secant method. Perform rour iterations.

P.T.O.
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2. Attempt the following : 15
(a) Define the following :
(2) Diagonally dominant matrix
(i1)  Positive definite matrix.

Explain in detail Gauss elimination method of solving the system of

equations Ax = b.
Or
(b) Solve the system of equations :

X1 + X9 + x3 =1
dx; + 3x9 — x93 = 6
3x1 + 5x9 + 3x3 = 4

by using LU decomposition method.

3. Attempt the following : 15

(@) @) Discuss in detail Jacobi Iteration method of solving the system

of equations Ax = b. Also obtain its error format.

(@1) State and prove Gerschgorin theorem.

93009D78F67E8B3737BE8F2BF706387C



( 3) NY—57—2023

Or

b) Solve the system of equations :

2x1 — X2 + 0x3 =17
Oxl — X9 + ZX3 =1

by using Gauss-Seidel method. Take initial approximation as %0 = 0.

Perform three iterations.

Attempt the following : 15
(@) Let function flx) be continuous on [a, b] and its values are known at
n + 1 distinct points @ < x5 < x7 < x9 < ... <X, 7<x, <b of la, b],

then prove that there exists a unique polynomial P(x) which satisfies
the conditions P(x;) = flx;) Vi=0,1,2.... n if Vandermonde’s

determinant is non-zero.
Or

(b) Find the unique polynomial of degree two or less, such that A0) = 1,

1) = 3, fA3) = 55 by using :
(1) Lagrange interpolation
(it) Tterated interpolation

(iti) The Newton’s Divided Difference Interpolation.
P.T.O.
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5. Attempt any three of the following : 5 marks each
(@) Perform two iterations of the Chebyshev method to obtain the
1
approximate value of 7 Take the initial approximation as x, = 0.1.
.. . 1 .
(b) Calculate the nth divided difference of o based on the points
X 5 X1y ereene , X
(c) Determine the inverse of the matrix :
1 1 1
3 -1
3 5 3
using the partition method.
(d) Find the interval which contains the eigenvalues of the symmetric
matrix :
3 2 2
A={2 5 2
2 2 3
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